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4 ' MareNostrum Experimental
Exascale Platform

MEEP an FPGA-based digital lab for exploring
hardware/software co-design for Exascale
Supercomputers, which provides:

m An evaluation platform of pre-silicon IP and ideas
m A software development vehicle to enable software
readiness for new hardware

MEEP platform characterization

4x 100GbE
2 x Nvidia SN4600C switch

64x100GbE
10x 2 free ports 10x

U55C FPGA 6 Host (x86)

8 FPGA/host
FPGA Service node
USB Hub

mmm 8x 100G (1x each FPGA)
H 1x 100G from each node




Goals

Accelerate Hardware Design Process of European HPC IP
(accelerators, CPUs, etc.)

Accelerate and enable Software Development for new HPC
hardware designs

Reduce development time and costs

MEEP platform Roadmap
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Motivation

End of Moore's Law and power constraints require
software/hardware co-design

Chip fabrication increasing in cost, need to validate pre-silicon
designs

Leverage the technology scaling in mobile chips leads to a chiplet
architecture for HPC

Hardware platform that can be used for software development
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